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Abstract of the contribution: Proposes a baseline solution for service continuity (part of Key issue #6) with IP anchor relocation.
1
Discussion

Key Issue #6 (“Session Continuity”) contains the following study item on service continuity:

-
How the negative impact on user experience (e.g. interruption time, packet loss) can be reduced or avoided when session continuity is not provided (e.g. when the user-plane anchor for a UE is relocated). This includes identifying whether upper-layer service continuity mechanisms (e.g. SIP, MPTCP, SCTP, Host ID, DASH, etc.) are applied for a session and how to leverage or interact with such mechanisms.
Key Issue #4 (“Session Management”) contains the following item:

-
Identify the correlation between session management and mobility management functionality, including:

-
studying whether separation of session management and mobility management is possible, and 

-
identifying the interactions between session management and the mobility framework required to enable the various mobility scenarios (including those where efficient user plane path, as defined in TR 22.864 clause 5.1.2.2, is used) while minimizing any negative impact on the user experience
Key Issue #5 (“Enabling (re)selection of efficient user plane paths”) contains the following item:

-
Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.
Figure 1 illustrates this scenario, as well as a baseline solution for make-before-break service continuity upon IP anchor relocation. The solution leverages upper-layer service continuity mechanisms to provide service continuity despite the IP address change. Minimisation of interruption time and packet loss is achieved by temporarily keeping two IP sessions for access to the same PDN that are anchored at two different IP anchors.
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Figure 1: IP anchor relocation and make-before-break service continuity
UE is initially engaged in a data session with a Packet Data Network (PDN) using Session 1. The meaning of “session” in this context corresponds to that of PDN connection in EPS. Session 1 is anchored at IP anchor 1.

Due to UE mobility at some point the NexGen system decides to relocate the IP anchor. For instance, this may be the case when the UE has moved far away from IP anchor 1, and a more suitable anchor (IP anchor 2) becomes available, providing more efficient user plan path.

In order to ensure smooth service continuity and leverage upper layer service continuity mechanisms the NexGen system establishes a new data session (Session 2) providing access to the same PDN, but this time via IP anchor 2. The old data session (Session 1) is maintained to allow for make-before-break service continuity.
After establishment of Session 2 is completed, the NexGen system solicits the upper layer service continuity mechanisms to perform consolidation of the user traffic on Session 2.
Once user traffic has been consolidated on Session 2 (or based on other criteria which are FFS), the NexGen system releases Session 1.

2
Proposal

It is proposed the text below for inclusion in TR 23.799.
####################### START TEXT FOR TR 23.799 ##########################
6.x
Solution x  - Baseline solution for make-before-break service continuity with IP anchor relocation
This solution addresses the following item in Key Issue #6:

-
How the negative impact on user experience (e.g. interruption time, packet loss) can be reduced or avoided when session continuity is not provided (e.g. when the user-plane anchor for a UE is relocated). This includes identifying whether upper-layer service continuity mechanisms (e.g. SIP, MPTCP, SCTP, Host ID, DASH, etc.) are applied for a session and how to leverage or interact with such mechanisms,
the following item in Key Issue #4:

-
identifying the interactions between session management and the mobility framework required to enable the various mobility scenarios (including those where efficient user plane path, as defined in TR 22.864 clause 5.1.2.2, is used) while minimizing any negative impact on the user experience,
and the following item in Key Issue #5:

-
Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.
6.x.1
Architecture description
Figure 6.X.1-1 illustrates a baseline solution for make-before-break service continuity with IP anchor relocation. The solution leverages upper-layer service continuity mechanisms to provide service continuity despite the IP address change. Minimisation of interruption time and packet loss is achieved by temporarily keeping two IP sessions for access to the same PDN that are anchored at two different IP anchors.
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Figure 6.X.1-1: IP anchor relocation and make-before-break service continuity
In reference to Figure 6.X.1-1, UE is initially engaged in a data session with a Packet Data Network (PDN) using Session 1. The meaning of “session” in this context corresponds to that of PDN connection in EPS. Session 1 is anchored at IP anchor 1.

Due to UE mobility at some point the NexGen system decides to relocate the IP anchor. For instance, this may be the case when the UE has moved far away from IP anchor 1, and a more suitable anchor (IP anchor 2) becomes available providing more efficient user plane path.

In order to ensure smooth service continuity and leverage upper layer service continuity mechanisms the NexGen system establishes a new data session (Session 2) providing access to the same PDN, but this time via IP anchor 2. The old data session (Session 1) is maintained to allow for make-before-break service continuity.

Editor's Note: It is FFS how the NexGen system determines whether upper-layer service mechanisms are applied.

After establishment of Session 2 is completed, the NexGen system solicits the upper layer service continuity mechanisms to perform consolidation of the user traffic on Session 2.

Editor's Note: It is FFS how the NexGen system solicits the upper layer service continuity mechanisms.

Once user traffic has been consolidated on Session 2 (or based on other criteria which are FFS), the NexGen system releases Session 1.

6.x.2
Function description 
Editor's Note: This clause will contain function descriptions and the interactions among the network functions.

6.x.3
Solution evaluation 
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
####################### END TEXT FOR TR 23.799 ##########################
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